Context-based conceptual disambiguation of natural language propositions by an ART neural network: examples of homonymy and polysemy.
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In this study the Adaptive Resonance Theory (ART Grossberg 1974 et seq.) algorithm has been used for the purpose of Natural Language representation. I model English propositions containing homonymous and polysemous terms. Homonymous and polysemous are characterized those natural language lexical elements that represent one-to-many (i.e. one form many distinct meanings) conceptual relationships. 

Consider, for instance, the term bow in sentences (1) and (2) below:

(1) I used a new bow for shooting those arrows.

(2) The bow in this gift has two loops. 

Native speakers can tell that the meaning of bow in (1) and the meaning of the same term in (2) are not identical. These are called homonyms. 

On the other hand, polysemy traditionally refers to somewhat related senses of the same term:

(3) The taste of the meal was still lingering on in the mouth. 



(4) The taste of success was sweet. 

The meaning of taste in (3) is seemingly close to that in (4), but in fact they are not identical. The extension of the meaning of perception words like taste is so natural that is often taken for granted. 

In this presentation I show how an ART network models the conceptual associations that are inherent in propositions such as (1) to (4) above. Moreover, I argue that the ART model is capable of modeling both: a) how learning of homonymous (and polysemous) terms present in a discourse is achieved and 2) how a classification of homonymous (and polysemous) terms presented in distinct discourses as subsequent contextual events is possible. 

Based on the ART model, it is argued that the distinction between homonymy and polysemy is a matter of degree rather than quality.  That is to say that what makes bow in (1) and (2) so evidently distinct in meaning is due to Long-Term memory learning experience occurring in identical contexts, whereas what brings taste in (3) and (4) semantically close are the prevailing Short-Term memory effects of simultaneous activation of different events in separate contexts.

These findings shed new light on the traditional conflict between propositional semantics on the one hand and prototype and lexical semantics on the other: lexical prototypes are established Long-Term Memory islands that have been acquired over the course of language use in time and different discourses. 







